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## 1. Introduction

Among the most remarkable algorithms in algebra are Strassen's algorithm for the multiplication of matrices and the Fast Fourier Transform method for the convolution of vectors. For both of these problems the definition suggests an obvious algorithm that uses just the monotone operations + and $\times$. Schnorr [18] has shown that these algorithms, which use $\theta\left(n^{3}\right)$ and $\theta\left(n^{2}\right)$ operations respectively, are essentially optimal among algorithms that use only these monotone operations.
By using subtraction as an additional operation and exploiting cancellations of computed terms in a very intricate way Strassen showed that a faster algorithm requiring only $\mathrm{O}\left({ }^{2.81}\right)$ operations is possible. The FFT method for convolution achieves $\mathrm{O}(n \log n)$ complexity in a similar fashion.
The question arises as to whether we can expect even greater gains in computational efficiency by such judicious use of cancellations. In this paper we give a positive answer to this, by exhibiting a problem for which an exponential speedup can be attained using $\{+,-, \times\}$ rather than just $\{+, \times\}$ as operations. The problem in question is the multivariate polynomial associated with perfect matchings in planar graphs. For this a fast algorithm is implicit in the Pfaffian technique of Fisher and Kasteleyn $[6,8]$. The main result we provide here is the exponential lower bound in the monotone case.
For discrete computations the question of the power of negation can be phrased in terms of the size of combinational circuits for computing Boolean functions. The problem is to determine whether there are functions that require a large circuit when orly 'and' and 'or' gates are allowed, but can be computed efficiently when 'not' operators are available in addition. For computing sets of functions simultaneously, as in Boolean sorting, convolution and matrix multiplication, small polynomial speedups have been found [19, 12, 13, 15, 16, 17, 23]. Since no nonlinear lower bound is currently known for the monotone complexity of any single Boolean function an exponential 'negation versus complexity' tradeoff for circuits appears to be beyond current proof techniques. Among plausible vehicles for demonstrating
eventually such a tradeoff we would suggest the Boolean permanent (i.e. perfect matchings in bipartite graphs) as a likely candidate.

For our lower bound we use a global argument in the style of Shamir and Snir [19]. Previous such bounds were all for polynomials that were algebraicly complete, in the sense of [22]. Our task was to find an example that is easily computed with negations.

Although it is our purpose to demonstrate the restrictedness of the monotone model the reader should note the following relationships: for any unrestricted Boolean circuit over $n$ arguments there exists a monotone circuit not much larger over $2 n$ arguments that can compute the same function if the original arguments and their negations are provided as input [5]. In the algebraic case we shall observe that any polynomial computed easily over the reals with $\{+,-, \times\}$ is the difference of two polynomials computed easily with $\{+, \times\}$. Thus a single subtraction is enough to give an exponential gain.

From the last relation we can deduce that there are (families of) polynomials $P, Q, R$ such that $Q=P+R$, where $R$ and $Q$ are polynomial time monotone computable, but $P$ requires exponential monotone time. Thus a hard polynomial $P$ can be annihilated by the addition of an easy one $R$. While this phenomenon is self-evident in Boolean algebra, where $1=P+1$ is axiomatic, it appears rather intriguing in the case of polynomials over the reals.

## 2. Preliminaries

Although monotone polynomial computations arise most naturally when coefficients are from the field of real or rational numbers, we shall give a more general treatment that applies to some other fields also. Adopting conventions from [2], we denote the ring of polynomials over indeterminates $\left\{x_{1}, \ldots, x_{n}\right\}$ with coefficients from the field $F$ by $F\left[x_{1}, \ldots, x_{n}\right]$. A program over $F\left[x_{1}, \ldots, x_{n}\right]$ is a finite sequence of instructions of the form $a \leftarrow b \circ c$, where
(i) $a$ is a variable,
(ii) $\circ$ is one of the two ring operations + or $\times$, and
(iii) $b$ and $c$ can each be either a constant from $F$, an indeterminate, or a previously computed variable.

Each instruction computes a polynomial from $F\left[x_{1}, \ldots, x_{n}\right]$ in the natural way, and this we call its value. The value (or values) of a program is defined as that of a single (or set of) designated instruction(s). The complexity of a program is the number of instructions in it, ard the complexity of a polynomial is the complexity of the shortest program for it.

A subset $H \subseteq F$ is monotone if the closure of $H$ under + and $\times$ does not contain 0 . A program is monotone if the set of constants appearing in it together with unity form a monotone set. A polynomial is monotone if its nonzero coefficients form a monotone subset of $F$. For example, if $F$ is the field of reals, then any polynomial with non-negative coefficients is monotone.

A monomial of polynomial $P$ is a term of the form $\alpha x_{1}^{i_{1}} x_{2}^{i_{2}} x_{3}^{i_{3}} \cdots x_{n}^{i_{n}}$ where each $i_{j}$ is a non-negative integer, and $\alpha \neq 0$ is the coefficient of $x_{1}^{i_{1}} \cdots x_{n}^{i_{n}}$ in $P$. The degree of the monomial is $\sum_{j=1}^{n} i_{j}$. A polynomial is homogeneous if all its monomiais have the same degree. A program is homogeneous if all its instructions have homogeneous values.

Lemma 1. If $P$ is a homogeneous monotone polynomial over $F$, then any monotone program for it of minimal complexity is homogeneous.

Proof. Suppose that the value of some instruction $a \leftarrow b \circ c$ in a monotone program contains $X$ and $Y$ as monomials of different degrees. Clearly if this instruction were replaced by $a \leftarrow y \times 1$, where $y$ is a new indeterminate, then the polynomial computed would contain a monomial $y^{i} Z$ for some $i \geqslant 1$ and some $Z$ independent of $y$, for otherwise the program would not be minimal. But then $\alpha X^{i} Z$ and $\beta Y^{i} Z$, must be monomials in $P$, which is a contradiction since they are of different degrees. The important point is that neither $\alpha$ nor $\beta$ can be zero, for that would imply that zero is in the closure of the relevant monotone subset $H \subseteq F$. (To see this verify that the contrary would imply that there is non-null program that has value $0 \cdot X^{i} Z=0$ and involves constants only from the subset $H$.)

The following is implicit in [21].

Lemma 2. If P is homogeneous of degree d and there is a program of complexity Cfor it, then there is also a homogeneous program for it of complexity $C(d+1)^{2}$.

Proof. Replace each variable $a_{i}$ in the original program by $d+1$ variables $a_{i 0}, \ldots, a_{i d}$. The intention is that the value of any instruction $a_{i j} \leftarrow \cdots$ will be the sum of all the monomials of $a_{i}$ that are of degree $j$. This can be achieved if each addition $a_{i} \leftarrow a_{m}+a_{n}$ is replaced by the $d+1$ instructions $\left\{a_{i j} \leftarrow a_{m j}+a_{n j} \mid 0 \leqslant j \leqslant d\right\}$ and each multiplication $a_{i} \leftarrow a_{m} \times a_{n}$ by the ( $\left.d+1\right)^{2}$ instructions entailed in computing

$$
a_{i j}=\sum_{k=0}^{j} a_{m k} \times a_{n(i-k)} \quad \text { for } 0 \leqslant j \leqslant d .
$$

The next fact occurs in [7] with a different proof, and indirectly in the monotone case in [19].

Lemma 3. If $P$ is a polynomial of degree $d$ that is computed by a homogeneous program of complexity $C$, then

$$
P=\sum_{i=1}^{C} Q_{i} R_{i}
$$

for some $Q_{1}, \ldots, Q_{C}, R_{1}, \ldots, R_{C}$ all of degree at most $\frac{2}{3} d$. Furthermore, if the program is monotone for $H \subseteq F$, then so are $Q_{i}, \boldsymbol{R}_{\boldsymbol{i}}$.

Proof. Some instruction $a \leftarrow b \times c$ in the program must have the property that its value $Q_{1}$ has degree in the range $\left[\frac{1}{3} d, \frac{2}{3} d\right]$. Let $S_{1}$ be the value computed by the program obtained by replacing the abcuve instruction by $a \leftarrow 0+0$. Then $P=$ $Q_{1} R_{1}+S_{1}$ for some $R_{1}$. Furthermore, if the program was monotone for $H \subseteq F$, then $Q_{1}, R_{1}$ and $S_{1}$ must also be monotone for $H$. Since $S_{1}$ is computed by a program with at most $C-1$ nontrivial instructions, the desired result follows by induction on $C$.

Note. In Lemma $3 C$ can be replaced clearly by $M$ the number of nonscalar multiplications. By a fanin argument it also follows that $C$ can be replaced by $\frac{1}{2} \mathrm{~A}$, where $\boldsymbol{A}$ is the number of additions.

We next observe that Strassen's technique for doing reciprocals by ring operations alone also works for taking square roots.

Lemmina 4. Let $F$ be a field of characteristic zero. Suppose $P, Q \in F\left[x_{1}, \ldots x_{n}\right]$ such that $P=Q^{2}$ and $\operatorname{deg}(Q)=d$. Then if $P$ has complexity $C$, then $Q$ has complexity $\mathrm{O}\left(d^{3}+d^{2} C\right)$.

Proof. Suppose $P=k^{2}(1+R)$, where $R$ has no constant term, and $k \in F$. Consider the binomial expansion

$$
T=k\left(1+\frac{1}{2} R-\frac{1}{8} R^{2}+\frac{1}{16} R^{3}-\frac{5}{128} R^{4}+\cdots\right) .
$$

Now since $F$ is a field $F\left[x_{1}, \ldots, x_{n}\right]$ is an integral domain and hence any quadratic equation such as $P=Q^{2}$ has at most two roots in $F\left[x_{1}, \ldots, x_{n}\right]$. Since $T$ and $-T$ are both square roots of $P$, these are the only possible values of $Q$.

If $($ ' has degree $d$, then all the contributions to monomiais in $Q$ are contained in the first $d+1$ terms of the power series for $T$. The sum of these terms can be computed in $C+3 d+2$ steps. By Lemma 2 the first $d+1$ homogeneous components can therefore be computed in $(d+1)^{2}(C+3 d+2)$ steps, and $Q$ can be found in a further $d+1$ step.

The assumption $P=k^{2}(1+R)$ is certainly valid if $P$ and $Q$ have constant terms $f, g$ respectively, for, then $f=g^{2}$. If they do not have constant terms, then we can find a translation of the variables to $y_{i}=x_{i}-\lambda_{i}$ such that $P\left(y_{1}, \ldots, y_{n}\right)$ does have a constant term. $Q$ can then be computed fast in this ring and translated back.

Lemma 5. If $P \in F\left[x_{1}, \ldots, x_{n}\right]$, where $F$ is the field of reals or rationals and $P$ has complexity $C$, then $P=Q-R$ for some monotone $Q$ and $R$ that can be computed simultaneously by a monotone program of complexity $6 C$.

Proof. For each variable $a$ in the program for $P$ there will correspond variables $a^{+}$ and $a^{-}$in the new program such that

$$
\text { vaiue }(a)=\operatorname{value}\left(a^{+}\right)-\operatorname{value}\left(a^{-}\right)
$$

Each instruction $a \leftarrow b+c$ will be replaced by the pair

$$
a^{+} \leftarrow b^{+}+c^{+} \text {and } a^{-} \leftarrow b^{-}+c^{-},
$$

and each multiplication $a \leftarrow b \times c$ by the six instructions that assgn $b^{+} c^{+}+b^{-} c^{-}$to $a^{+}$ and $b^{+} c^{-}+b^{-} c^{+}$to $a^{-}$. Indeterminates are treated as positive, and constants according to their sign.

## 3. Main results

Except where otherwise stated a graph will be undirected with no self-loops or multiple edges. Let $G$ be a graph with a set $V$ of $i$ vertices and a set $E$ of edges. A matching of $G$ is a subset $E^{\prime}$ of $E$ such that no two edges in $E^{\prime}$ are incident with the same vertex. The matching $E^{\prime}$ is perfect if its cardinality is $\frac{1}{2} i$, where $i$ is even. Suppose now that the edge set $E$ is $x_{1}, \ldots, x_{r}$ and that $G$ has $m$ perfect matchings $E_{1}, \ldots, E_{m}$. Then we define the perfect matching polynomial for $G$ as

$$
P_{G}=\sum_{i=1}^{m} \prod_{x_{i} \in E_{i}} x_{j} .
$$

Let $G_{n}$ be the triangular grid graph defined inductively as shown in Fig. 1. Then $G_{n}$ has $N=\frac{1}{2} n(n+1)$ vertices and $\frac{3}{2} n(n-1)$ edges. Note that $P_{G}$ is nonzero if and only if $n=4 j$ or $4 j-1$ for some integer $j$. We shall from now on assume that $n$ has one such non-trivial value, in which case $P_{G}$ has degree $\frac{1}{4} n(n+1)$.

Our main result concerns this polynomial and is as follows:

Theorem 1. There is a constant $c>1$ such that for any field $F$ any monotone program for computing $P_{G}$ with $G=G_{n}$ has complexity at least $c^{n}$.

To prove the result it is shown that each product $P_{i} Q_{i}$ that generates monomials exclusively from $P_{G}$ generates only an exponentially vanishing fraction of them


Fig. 1
provided the degrees of $P_{i}$ and $Q_{i}$ are at most two-thirds of that of $P_{G}$. An appeal to Lemma 3 then gives the answer. In order to establish this fact for $P_{i} Q_{i}$ it is first shown that the variables corresponding to $\Omega(n)$ of the edges must be absent from $P_{i} Q_{i}$ (Lemma 6). It is then proved that the matchings that consist only of the remaining edges are a vanishing fraction of the total. The special property of $G_{n}$ required (Lemma 8) can be rephrased as follows: For some constant $L$ if $n>L, E^{\prime}$ is a perfect matching of $G_{n}$ and edge $x$ is not in $E^{\prime}$, then there is an augmenting cycle with respect to $E^{\prime}$ that includes $x$ and has at most $L$ edges.

An analogue of the following lemma but for square grids is given in [4]:
Lemma 6. Suppose that the $N$ vertices of $G_{n}$ are partitioned into two sets $V_{b}$ and $V_{r}$ where $\left|V_{b}\right|=k N$ and $0<k<1$. Then there is a function $g$ depending only on $k$ such that at least $g(k) n$ edges of $G_{n}$ have one endpoint in $V_{b}$ and the other in $V_{r}$.

Proof. We fix the orientation of $G_{n}$ as in Fig. 1, and call a set of vertices on the same horizontal level a row. Suppose $V_{b}$ and $V_{r}$ are coloured blue and red respectively. A row will be designated full, empty or mixed according to whether all, none, or some but not all of the vertices in it are coloured blue.

Let $g(k)=\frac{1}{2} \min \{1-\sqrt{1-k}, 1-\sqrt{k}\}$. If there are at least $g(k) n$ mixed rows, then the result is established. What we now show is that if there are fewer mixed rows, then there must be at least $g(k) n$ empty rows and at least $g(k) n$ full rows. The result then fcllows since, if we turn the grid through $120^{\circ}$, then we would have at least $g(k) n$ mixed rows in this new orientation.

Therefore suppose that there were fewer than $g(k) n$ mixed rows and that the longest empty row is of length $e n$ and the longest full row of length $f n$. Then at least $n(1-g(k)-e)$ rows must be full and at least $n(1-g(k)-f)$ rows empty. Hence, there are at least $\frac{1}{2} n(n+1)(1-g(k)-e)^{2}$ blue vertices, and at least $\frac{1}{2} n(n+1)(1-g(k)-f)^{2}$ red ones. Since the numbers of blue and red vertices are in fact exactly $\frac{1}{2} k n(n+1)$ and $\frac{1}{2}(1-k) n(n+1)$ respectively, it follows that

$$
e \geqslant 1-\sqrt{k}-g(k) \text { and } f \geqslant 1-\sqrt{1-k}-g(k)
$$

and hence that $e, f \geqslant g(k)$, as desired.
The distance between two grid vertices is the number of edges in the shortest chain of edges between them. A corner of $G_{n}$ is one of the three vertices of degree two. A side of $G_{n}$ is one of the three chains of $n-2$ nodes of degree four linking a pair of corners.

Eemma 7. For any integer $t$ there is a constant $h$ - 0 such that for all sufficiently large $n$ the following holds: if $\left\{V_{b}, V_{r}\right\}$ is a partition of the vertices of $G_{n}$ with $\left|V_{b}\right| \leqslant\left|V_{r}\right| \leqslant 2\left|V_{b}\right|$, then there is a set $L$ of hn edges such that
(i) every edge in $L$ has one endpoint in $V_{b}$ and the other in $V_{r}$,
(ii) the distance between any two edges in $L$ is at least $3 t$, and
(iii) the distance from any edge in $L$ to any vertex in a side of $G_{n}$ is greater than $t$.

Proof. Colour the vertices of $G_{n}$ blue or red according to whether they belong to $V_{b}$ or $V_{r}$. Remove all vertices within distance $t$ of a side. In the remaining $G_{n}$, where $n^{\prime}=n-3 t-3$ there will be exactly $\frac{1}{2} k n^{\prime}\left(n^{\prime}+1\right)$ oine vertices for some $k\left(\frac{1}{4}<k<\frac{3}{4}\right)$, provided $n$ is large enough. By Lemma 6 there will be $n^{\prime} g(k)$ edges linking a blue vertex to a red one. Some fraction $f(t)$ of these can be selected so that no two of them are within distance $3 t$ of each other. The result follows.

If $\boldsymbol{n}=\mathbf{3} \boldsymbol{j}+1$ for any integer $\boldsymbol{j}$, then $\boldsymbol{G}_{\boldsymbol{n}}$ has a vertex equidistant from $t^{\prime} e$ three corners, which we call the centre. Any edge incident to the centre is a radius. A remnant of $G_{n}$ is any graph obtained by removing some subset $V^{\prime}$ of the vertices on the sides and corners of $\boldsymbol{G}_{\boldsymbol{n}}$ and all edges incident to $V^{\prime}$.

Lemma 8. Suppose $n=12 i+10$ for some integer $i \geqslant 1$, and $e$ is a radius of $G_{n}$. If $a$ remnant $G$ of $G_{n}$ has some perfect matching, then it has a perfect matching containing the radius e.

Proof. Define an $s$-remnant of $G_{\boldsymbol{n}}$ to be either $\boldsymbol{G}_{\boldsymbol{n}}$ itself, or $\boldsymbol{G}_{\boldsymbol{n}}$ with exactly two vertices removed, the two being on different sides of $G_{n}$ and not within distance two of a corner. First we show that if $n=12 i+4$ and an $s$-remnant of $G_{n}$ has a perfect matching then it has a perfect matching containing any desired radius. Fig. 2 illustrates how in the two cases the problem is reduced to that of finding a perfect matching in $\boldsymbol{G}_{\boldsymbol{n}-4}$. The omitted nodes are circled, and the matching shown in heavy lines.

In order that the centre of the grid be preserved, it is necessary to apply the reduction of Fig. 2(b) in the two other orientations also, thereby reducing the problem to $\boldsymbol{G}_{\boldsymbol{n}-12}$. In this manner the problem can be reduced to that of finding a perfect matching containing any specified radius in $G_{4}$. That $G_{4}$ does have this property can be verified easily by inspection.

It remains now to prove that the problem of finding a perfect matching in an arbitrary remnant of $G_{n}$, with $n=12 i+10$, can be reduced to that of finding a perfect matching in some $s$-remnant of $\boldsymbol{G}_{\boldsymbol{n}-6}$. To do this we show how, by starting at any two corners and proceeding towards each other along the common side and the row adjacent to it, we can cover by a matching all the vertices in these two rows of the remnant, and meet in the middle, with at most one vertex remaining uncovered, and this being in the inner of the two rows.


Fig. 2

Suppose that we are constructing such a matching while proceeding from left to right. Fig. 3 shows the three possibilities that can occur at each step, where a circle indicates a vertex that is either absent from the remnant or already matched. In each case we add to the matching the edge shown by a heavy line, and proceed to the new case that arises on the right. (In the diagram the bottom line corresponds to the side of the grid.)


Fig. 3

When two such processes meet in the midule of a side we deal with each of the six possible cases as shown in Fig. 4.






Fig. 4

It only remains to verify that we can start off such processes from a corner consistently along two sides. This can be done by inspecting the thirty distinct cases (modulo symmetry) that can arise at the corner of a remnant in which a perfect matching exists. Fig. 5 illustrates how each case is dealt with. In each diagram the corner is at the bottom left and circled vertices are those omitted from the remnants.

Corollary 9. There is a constant $K>1$ with the following property: if e is any radius of $G_{22}$ and $G_{22}^{\prime}$ any remnant of it such that the number of perfect matchings in it is $x \geqslant 0$ altogether, and of these $y \geqslant 1$ do not contain $e$, then $x / y>K$.

Proof. Immediate from Lemma 8.

Using those facts we can now deduce the main result:

Proof of Theorem 1. Suppose that the monotone complexity of $P_{G}$, where $G=G_{n}$ is C. Then by Lemma 3

$$
P_{G}=\sum_{i=1}^{C} P_{i} Q_{i}
$$
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where $P_{i}, Q_{i}$ are monotone and of degree in the range $\left[\frac{1}{3} d, \frac{2}{3} d\right]$. Now for each $i$ the variables in each monomial of $P_{i} Q_{i}$ form a perfect matching in $G_{n}$. Monomials of other kinds cannot occur in $P_{i} Q_{i}$ since, as in the proof of Lemma 1 , there is no possibility of these being cancelled by the addition of other $P_{j} Q_{j}$ terms.

Fix $i$ and let $V_{b}, V_{r}$ be sets of vertices that are covered by some matching in $P_{i}$ and some matching in $Q_{i}$ respectively. Then $\left\{V_{b}, V_{r}\right\}$ must be a partition of the vertices of $G_{n}$ for otherwise $P_{i} Q_{i}$ would contain undesirable monomials. For the same reason $V_{b}, V_{r}$ must be the vertex sets of all the matchings in $P_{i}, Q_{i}$ respectively. Applying Lemma 7 directly to this partition, and choosing $t=22$ gives that there exists a set $L$ of $h n$ edges in $G_{n}$ such that each one is at least distance 23 from a side and 66 from another, and each one has one endpoint restricted to $P_{i}$ and the other restricted to $Q_{i}$. The last condition implies that no edge in $L$ occurs in any matching in $P_{i} Q_{i}$.

Now for each $e_{k} \in L$ one can select from $G_{n}$ a $G_{22}$ subgraph that has $e_{k}$ as a radius. By construction these subgraphs will be vertex-disjoint.

Let $E_{j}$ be a matching in $G_{n}$ that covers
(i) all the vertices of $G_{n}$ outside the designated $G_{22}$ subgraphs, and
(ii) possibly some of the vertices on the sides of some of these subgraphs, but
(iii) no vertex that is 'inside' one of them.

Suppose that $E_{1}, \ldots, E_{u}$ is the totality of all such matchings. Then the perfect matchiag in $G_{n}$ corresponds one-to-one to expressions of the form

$$
\begin{equation*}
E_{i} \cup \bigcup_{k=1}^{h n} M_{k j}, \tag{1}
\end{equation*}
$$

where $1 \leqslant j \leqslant u$, and each $M_{k j}$ is a perfect matching in the remnant of the $k$ th $G_{22}$ subgraph induced by $E_{j}$, (i.e. the omitted nodes in the subgraph are just those contained in $E_{j}$ ) On the other hand perfect matchings in $P_{i} Q_{i}$ do not contain elements of $L$, and therefore can each be expressed by a union

$$
\begin{equation*}
E_{i} \cup \bigcup_{k=1}^{h n} M_{k j}^{\prime}, \tag{2}
\end{equation*}
$$

where $1 \leqslant j \leqslant n$ and $M_{k j}^{\prime}$ is some perfect matching not containing $e_{k}$ of the remnant of the $k$ th $G_{22}$ subgraph induced by $E_{j}$.
Applying Corollary 9 to (1) and (2) we obtain that the ratio of the number of perfect matchings in $G_{n}$ to those in $P_{i} Q_{i}$ is at least $K^{n n}$ for some $K>1$. It follows that $C \geqslant K^{h n}=c^{n}$, where $c=K^{h}>1$.

The contrasting positive result is the following:
Theorem 2. There is a constant $k$ such that for any field $F$ of characteristic zero if $G=G_{n}$, then there is a program for $P_{G}$ of complexity $\mathrm{O}\left(n^{k}\right)$.

Proof. Kasteleyn [9] showed that for any planar graph $\boldsymbol{G}$ with $\boldsymbol{m}$ nodes a skewsymmetric $m \times m$ matrix $A_{G}$ exists (and can be found easily) such that

$$
P_{G}=\operatorname{Pfaffian}\left(A_{G}\right)
$$

But for any skew-symmetric matrix, the Pfaffian is the positive square root of the determinant. Hence

$$
P_{G}=\sqrt{\operatorname{Det}\left(A_{G}\right)}
$$

Strassen has shown that a determinant over an infinite field can be computed in $\mathrm{O}\left(\mathrm{m}^{3.81}\right)\{+, \times\}$ operations [20, 21]. From Lemma 4 above it follows that $P_{G}$ can be computed in $\mathrm{O}\left(m^{5.81}\right)\{+, \times\}$ steps. But if $G=G_{n}$, then $m=O\left(n^{2}\right)$.

Corollary 10. If $F$ is the field of real or rational nambers, then for each positive integer $i$ there exist monotone polynomials $Q_{i}, P_{i}, R_{i} \in F\left[x_{1}, \ldots, x_{i}\right]$ such that

$$
Q_{i}=P_{i}+R_{i},
$$

where $\left\{Q_{i}\right\}$ and $\left\{R_{i}\right\}$ are computable in monotone time polynomial in $i$, but $\left\{P_{i}\right\}$ requires time $\Omega\left(c^{\sqrt{\pi}}\right)$ for some $c>1$.

Proof. For values of $i$ such that $i=j(4 j+1)$ we let $P_{i}=P_{G}$, where $G=G_{4 j} . Q_{i}$ and $R_{i}$ are derived in the manner of Lemma 5 from the fast algorithm for $P_{i}$ implicit in Theorem 2. For other values of $i$ we let $P_{i}=P_{i^{\prime}}$ where $i^{\prime}=\max \left\{i^{\prime \prime} \mid i^{\prime \prime} \leqslant i\right.$ and $i^{\prime \prime}=j(4 j+1)$ for integral $j$ \}.

In conclusion we note that our Lemma 8 is false for regular rectangular grids. The monotone complexity of these closely related polynomials is therefore unresolved.

## 4. Summary

For computing multivariate polynomials we have shown that cancellation of terms can be exploited in at least one instance to produce an exponential gain in efficiency as compared with monotone computations in which no cancellations are allowed. This result may be interpreted as confirming the potential power of sophisticated algebraic algorithms, and establishes the Fisher-Kasteleyn Pfaffian method for counting perfect matchings in planar graphs as a prime example. Whether neqations help substantially in computing algebraicly complete problems such as the permanent remains a major open problem.
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