1 General Information For The Extra Task

Task Worth An extra 10 points to the total The extra task is optional - the maxi-
(roughly an additional 10% of the maxi- | mum total points for this course could be:
mum grade) 110 = Midterm I + Midterm II + Exam + Ext

Deadline 20481213 2018-12-21 (extended) Late submissions not accepted.

Team/group size

up to 4 people

Individually form the groups amongst
yourselves

Task assignment

No duplicates! Any one task can be done
by one team only - multiple teams can-
not do the same task.

Prepare a list of teams and their selected
tasks.

Software

R and Python

Both programming/scripting languages
must be used to showcase what can be
done (or indicate what functionality is
lacking in one language, but is awailable
in the other)

Citation

Provide references and sources as either
book titles and authors, or in case of
open-access sources - website links.

This includes links for theory, software li-
braries, empirical datasets or other code
examples used.

Quality of the work

If the task is done exceptionally well,
more than 10 points may be awarded.

This includes multiple examples with ex-
planations, comparison (pros & cons of
the functionality for the discussed meth-
ods in R and Python).

a Task



2 File requirements

File

Fyle Types

Info

Technical
Document

.ipynb file
+ the compiled .html or
.pdf file.

Note:

e If possible, try to limit
the methodology to
cover  cross-sectional
data only;

e If there are multiple es-
timation methods, se-
lect 1-2, which you un-
derstand and can carry
out in R and Python.
Then only mention the
existence of the remain-
ing estimation methods
and their pros/cons.

Should contain the main theoretical background for the
task. Proofs and derivations are not needed

The beginning of the document should indi-
cate what each member of the team contributed in
this task (a couple of sentences from each member).

This document should provide the background on the
presented methods along with some formulas on any model
specifications, estimations, hypothesis testing, or similar
algorithm theoretical framework used in the task.

If the general formulas are complex, you are free to present
a simplified formula for a particular case (e.g. formulas
for a model with one independent variable, normally
distributed residuals, etc.).

It should be clear from reading the document, that the
presented theory (and/or its simplified version) was under-
stood and that the presented methodology was applied in
the remaining files;

R code
example
document

ipynb or .Rmd file
+ the compiled .html or
.pdf file.

Format the file in a readable way:
the examples should be provided using blocks of formatted
text, mathematical formulas and explanations.

If only the code is provided with some #comments
but no formatted explanations, formulas or examples, then
this file is not regarded as submitted .

You should be able to run the code (much like in
the example files for the lectures) from within the .ipynb,
or .Rmd files.

Python code
example
document

.ipynb file
+ the compiled .html or
.pdf file.

Format the file in a readable way:
the examples should be provided using blocks of formatted
text, mathematical formulas and explanations.

If only the code is provided with some #Hcomments
but no formatted explanations, formulas or examples, then
this file is not regarded as submitted

The provided examples should be the same as in R. If using
an empirical dataset - the same dataset should be used in
both R and Python. If simulating data - simulate with the
same mathematical formulas and parameter/distribution
assumptions for both R and Python.

Empirical
data

txt, .csv file, or a link to
download the data

If you are using an empirical dataset, sent it separately, or
load it from a url in the code documents. The data should
be freely available (open-access).




3 Some Considerations When Preparing the Relevant Files
Try to answer the address the following points when preparing the relevant files:
e Technical Document:

O Briefly describe the topic that is used:

OO0 For what reason would you would want to use the methods in this topic?
00 What kind of data is required?
[0 What questions do these methods, or the overall topic, help answer?

[0 Briefly give the mathematical background for the methodology:

O What are the assumptions for the variables and the data in the methodology?

O What are the main formulas used and what are they used for (model specification, parameter
estimation, dataset stucture, etc.)?

0 Can you provide the asymptotic properties - the distribution, mean and variance of the param-
eters, estimation methods, etc.?

O Can you provide a minimalistic theoretical example (e.g. how would the parameter estimation
formulas look like for a theoretical dataset with one explanatory variable, or one characteristic
group, etc.)?

O Are there any tests, or visuals (plots, histograms, etc.) that are helpful in this methodology?

[0 Briefly compare with some other methods, models, or simply overall performance of the method:

O What are the pros of this methodology (may be similar to the reason for using these methods)?

O What are the drawbacks of this methodology (if any; may include difficulty to estimate, lack of
precision, non-interpretable coefficient values, etc.) ?

O How does it compare to some similar methods? (Note: no need to go into depth for the other
methods - especially if these methods are outside of the ones discussed during the lectures -
simply give their names and link to relevant sources).

O (Optionally) Some additional points to consider:
O Have you found any criticisms of this methodology (maybe it was important in the past, but is
heavily criticized nowadays)?

O Have you found any data examples (e.g. some specific economic industries, medicine, biology,
etc.), which can use this methodology? What does this methodology help answer/identify in
those examples?

¢ R and Python files:

O Dataset (ideally both, but doing only one is enough) to highlight the methodology:

[0 Can you simulate data for an example? If no, then provide a reason. Otherwise, provide the
assumptions/models/formulas for the data simulation in a mathematical form and the code,
which simulates the data.

O If you cannot simulate the data - use an empirical example dataset.
O (Not required) Can you simulate an example, when the methodology doesn’t work?

O Carry out the methodology, outlined in the technical document (tests, plots, model specification,
estimation, etc.):

[0 Use the built-in functions in R and Python. If some functionality is not available - indicate what
features are missing.

O (Not required) Manually carry out (some parts of) the methodology to show how some calcu-
lations can be done. Compare them with the built-in functions. If the results differ - provide an
explanation for why this is the case.



Additional Notes:

The files should be inclusive - i.e. you should be able to run the code from the beginning to the end of
the raw file to either simulate, or read-in, the data and carry out the methods presented.

The text should be cohesive - when using multiple references - formulas and variables should be unified
across different sources.

You do not need to provide proofs or derivations for the formulas (though they may sometimes
be helpful), as long as you provide the sources for the formulas.

You do not need to have an answer every single point (again, do not treat it as a questionnaire).
For example, if parameter estimation does not have a concrete expression - as is sometimes the case -
writing down the formula and indicating that optimization is done via numerical optimization (indicating
the optimization algorithm as well) is enough (as long as you can back this claim with a source/reference).

You do not need to cover every single estimation method. Usually there are 1 or 2 estimation
methods which are considered the best in terms of their accuracy/complexity/calculation time. In such
cases, give a list of the methods, which could be used, along with their pros/cons. Then, select one (or
two) estimation methods and give their mathematical formulas, etc. as mentioned in the requirements.
Make sure that your selected methods can be carried out in R and Python!

Things to avoid:

Useless code - only estimate the models, create variables, and so on if you want to present their results,
compare them with other models/data, draw some other kind of conclusions, or highlight some method
properties;

Incomplete code, errors in the code - if the code does not work it should not be included.

Code, which you do not understand. This also results in the previously mentioned errors in the code.
Complex data preparation and plotting code also frequently results in unresolved errors.

Broken files. If neither the raw, nor the compiled files are usable - the files are not regarded as submitted.



4 Tasks

2] (p. 280) 3](p.194(213)),
[4] (note the math in each step)

Topic Theory Examples
(1) | Quantile Regression Wiki, [1], [2], [3], [4], [5] 1], [2], [3]
(2) | Multilevel model (HLM) Wiki, [1], [2], [3], [4], [5], (1], 2], [3], [4]
(similar into: [6], [7], [8], [9], ) | (more advanced: [5], [6], [7])
(3) Principal Component Regression | Wiki, [1], [1], [2 } [ ] [4], [5], [6]
21(p-230), [3](p-79(98)), [4] (sim. ex.: [P1], [P2], [P3])
(4) | Local Regression (LO(W)ESS) Wiki, [1], 1], [2} [ ] [4], [5]

2)(p.304), [3](p.307(326))

(5) | k-means Clustering Wiki, [1], [1], [2], 3], [4]
2(p-386),[3](p-460(479)),

(6) Hierarchical clustering Wiki, [1], 1], 2], [3],
21(p-394), [3](p-520(539)), 4], 5], [6], [7], [8]

(7) | Regression Trees Wiki, [1], 1, 121, [3], 4],

Video ex. in R],

LASSO!

Wiki,
[1](p-219), [2](p-68(87))

1](p-255)

Note: each task/topic can only be done by one group.

1Optionally the LASSO topic can also cover Lasso 4+ Ridge regression, as Rigde regression is in the same chapters of the
referenced books. This is not necessary, but can make it easier to present the background of the model and compare results, etc.

Again, this is not a requirement for this topic.



https://en.wikipedia.org/wiki/Quantile_regression
https://support.sas.com/resources/papers/proceedings17/SAS0525-2017.pdf
https://en.wikibooks.org/wiki/Statistics/Numerical_Methods/Quantile_Regression
https://uk.sagepub.com/sites/default/files/upm-binaries/14855_Chapter3.pdf
https://www.ifs.org.uk/uploads/cemmap/wps/CWP361717.pdf
http://www.econ.uiuc.edu/~roger/research/rq/QRJEP.pdf
https://cran.r-project.org/web/packages/quantreg/vignettes/rq.pdf
https://data.library.virginia.edu/getting-started-with-quantile-regression/
https://www.statsmodels.org/dev/examples/notebooks/generated/quantile_regression.html
https://en.wikipedia.org/wiki/Multilevel_model
https://user.uni-frankfurt.de/~johartig/hlm/HLM_EARLI.pdf
http://psfaculty.ucdavis.edu/bsjjones/oxfordML.pdf
http://www.stats.ox.ac.uk/~filippi/Teaching/HM2016/Lecture.pdf
https://www.exeter.ac.uk/media/universityofexeter/elecdem/pdfs/istanbulwkspjan2012/The_Hierarchical_Linear_Model_Steenbergen.pdf
http://idiom.ucsd.edu/~rlevy/pmsl_textbook/chapters/pmsl_8.pdf
http://marketing-bulletin.massey.ac.nz/V15/MB_V15_T1_Wech.pdf
https://stats.idre.ucla.edu/other/mult-pkg/introduction-to-linear-mixed-models/
http://www.lancaster.ac.uk/~morganle/images/HierarchicalModels.pdf
http://mhcd.org/wp-content/uploads/2016/01/AEA2007Mckinney.pdf
https://rpubs.com/rslbliss/r_mlm_ws
https://rpubs.com/angelayuan/HLM
https://anythingbutrbitrary.blogspot.com/2012/10/hierarchical-linear-models-and-lmer.html
https://www.statsmodels.org/devel/mixed_linear.html
https://docs.pymc.io/notebooks/GLM-hierarchical.html
https://twiecki.github.io/blog/2014/03/17/bayesian-glms-3/
https://nbviewer.jupyter.org/github/fonnesbeck/multilevel_modeling/blob/master/multilevel_modeling.ipynb?create=1
https://en.wikipedia.org/wiki/Principal_component_regression
https://ncss-wpengine.netdna-ssl.com/wp-content/themes/ncss/pdf/Procedures/NCSS/Principal_Components_Regression.pdf
https://www-bcf.usc.edu/~gareth/ISL/ISLR Seventh Printing.pdf
https://web.stanford.edu/~hastie/ElemStatLearn/printings/ESLII_print12.pdf
http://www.science.smith.edu/~jcrouser/SDS293/lectures/13-PCRandPLS.pdf
http://www.science.smith.edu/~jcrouser/SDS293/labs/lab11-r.html
http://www.science.smith.edu/~jcrouser/SDS293/labs/lab11-py.html
https://github.com/statsmodels/statsmodels/blob/master/statsmodels/sandbox/examples/example_pca_regression.py
https://27411.compute.dtu.dk/filemanager/uploads/27411/eNotepdfs/eNote4-PCRinR.pdf
https://poissonisfish.wordpress.com/2017/01/23/principal-component-analysis-in-r/
https://www.analyticsvidhya.com/blog/2016/03/practical-guide-principal-component-analysis-python/
http://www.win-vector.com/blog/2016/05/pcr_part1_xonly/
http://www.win-vector.com/blog/2016/05/pcr_part2_yaware/
http://www.win-vector.com/blog/2016/05/pcr_part3_pickk/
https://en.wikipedia.org/wiki/Local_regression
https://www.itl.nist.gov/div898/handbook/pmd/section1/pmd144.htm
https://www-bcf.usc.edu/~gareth/ISL/ISLR Seventh Printing.pdf
https://web.stanford.edu/~hastie/ElemStatLearn/printings/ESLII_print12.pdf
http://www.jtrive.com/loess-nonparametric-scatterplot-smoothing-in-python.html
http://r-statistics.co/Loess-Regression-With-R.html
http://research.stowers.org/mcm/efg/R/Statistics/loess.htm
http://www.jtrive.com/loess-nonparametric-scatterplot-smoothing-in-python.html
https://www.statsmodels.org/dev/generated/statsmodels.nonparametric.smoothers_lowess.lowess.html
https://xavierbourretsicotte.github.io/loess.html
https://en.wikipedia.org/wiki/K-means_clustering
https://home.deib.polimi.it/matteucc/Clustering/tutorial_html/kmeans.html
https://www-bcf.usc.edu/~gareth/ISL/ISLR Seventh Printing.pdf
https://web.stanford.edu/~hastie/ElemStatLearn/printings/ESLII_print12.pdf
https://uc-r.github.io/kmeans_clustering
https://mubaris.com/posts/kmeans-clustering/
https://www.guru99.com/r-k-means-clustering.html
https://datascienceplus.com/k-means-clustering-in-r/
https://en.wikipedia.org/wiki/Hierarchical_clustering
https://home.deib.polimi.it/matteucc/Clustering/tutorial_html/hierarchical.html
https://www-bcf.usc.edu/~gareth/ISL/ISLR Seventh Printing.pdf
https://web.stanford.edu/~hastie/ElemStatLearn/printings/ESLII_print12.pdf
https://uc-r.github.io/hc_clustering
http://dataaspirant.com/2018/01/08/hierarchical-clustering-r/
https://datascienceplus.com/hierarchical-clustering-in-r/
https://scikit-learn.org/stable/modules/clustering.html
https://s3.amazonaws.com/assets.datacamp.com/production/course_3161/slides/ch2_slides.pdf
https://docs.scipy.org/doc/scipy/reference/cluster.hierarchy.html
https://pythonprogramming.net/hierarchical-clustering-machine-learning-python-scikit-learn/
https://stackabuse.com/hierarchical-clustering-with-python-and-scikit-learn/
https://en.wikipedia.org/wiki/Decision_tree_learning
http://www.stat.cmu.edu/~cshalizi/350-2006/lecture-10.pdf
https://www-bcf.usc.edu/~gareth/ISL/ISLR Seventh Printing.pdf
https://web.stanford.edu/~hastie/ElemStatLearn/printings/ESLII_print12.pdf
https://uc-r.github.io/regression_trees
https://www.datacamp.com/community/tutorials/decision-trees-R
https://scikit-learn.org/stable/modules/tree.html
https://stackabuse.com/decision-trees-in-python-with-scikit-learn/
https://www.youtube.com/watch?v=MoBw5PiW56k
https://en.wikipedia.org/wiki/Lasso_(statistics)
https://www-bcf.usc.edu/~gareth/ISL/ISLR Seventh Printing.pdf
https://web.stanford.edu/~hastie/ElemStatLearn/printings/ESLII_print12.pdf
https://www-bcf.usc.edu/~gareth/ISL/ISLR Seventh Printing.pdf
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