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#### Abstract

We study the propagation of probe pulses carrying orbital angular momentum (OAM) in a crystal of molecular magnets characterized by a double- $\Lambda$ light-matter coupling scheme. The model is based on the four-wave mixing (FWM) of applied fields interacting with the magnetic dipole moment of the molecular magnets. We consider the light-matter interaction under the situation where a weak probe field carries an optical vortex and investigate the exchange of optical vortices between different frequencies via the FWM in the microwave region. The propagation of OAM beams with nonzero radial indices is then explored. It is found that the conservation of both azimuthal and radial indices is satisfied over the swapping of OAM states of light. Superimposing two initially weak OAM modes with different topological charges creates specific vortex beams with a very characteristic form. The resulting beam contains a central vortex as well as several singly charged peripheral vortices distributed at the same radial distance from the center of the light beam. This complex pattern of vortices arises because the intensity radius of two interfering OAM modes is different. It is shown that the boundary region of intensity dominance of two OAM modes can be controlled by the molecular magnets parameters and strong cw electromagnetic fields. Our proposed scheme may provide a route to study the solid systems suitable for quantum technologies as well as for OAM exchange devices for quantum information processing.
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## I. INTRODUCTION

Single-molecule magnets (SMMs) are nanoscale molecules, composed of magnetic metals surrounded by nonmagnetic atoms (ligands) [1]. The size of SMMs changes from 1 to 100 nm depending on the composition of the ligands. Owing to the existence of ligands, the interaction between different molecules in the crystal lattice is less than that of the intramolecular interactions. The system can then be considered as noninteracting SMMs. Compared to a free electron, they demonstrate many spin eigenstates with a potential-energy barrier that separates opposite spin projections. Due to their molecular nature, SMMs can exhibit a variety of quantum effects, including quantum tunneling of magnetization and quantum steps in the macroscopic properties of the system [1-3]. SMMs combine the classical macroscale and quantum nanoscale properties [4]. These types of molecules provide a powerful source of coherent microwave radiation [5] and allow scientists for further advances in quantum computing [6], storage and information processing [7], and various spintronics devices [8], all of which are made possible through their long magnetic

[^0]relaxation times at low temperatures and nanoscale size. In addition, the interaction between molecular magnets and the electromagnetic waves or acoustic waves leads to fascinating and novel optical phenomena, such as electromagnetically induced transparency (EIT) [9], four-wave mixing via EIT [10], ultraslow microwave solitons [11], nonlinear propagation of acoustic wave via EIT [12], and parametric interaction of two acoustic waves in the presence of a strong ac magnetic field [13].

On the other hand, optical vortices, also known as orbital angular momentum (OAM) beams, have been widely studied in classical and quantum optics. An optical vortex has the features of transverse field distribution with an azimuthal angular dependence of the form $\exp (i l \varphi)$, where $\varphi$ is the azimuthal angle and $l$ is the topological charge (or azimuthal index) which could be either positive or negative corresponding to the rotation of the screw wave front [14]. These beams have a doughnut-shaped pattern since the phase is undeterminable at the dark center of the wave packet. The azimuthal component of the beams' Poynting vector makes a helical flow of energy around the optical axis. Various applications are found for vortex beams, e.g., in optical communication [15,16], optical tweezers [17], and quantum information [18]. The creation of optical vortices has attracted much attention in high wavelength ranges, such as microwaves, which are widely used in radar imaging [19,20], target detection [21], manipulation of
macroscopic objects [22], and data transmission [23]. Several methods have been proposed for the generation of optical vortices in microwave frequency including spiral phase plates [24], circular traveling-wave antenna [25], dielectric resonator antenna [26], substrate integrated cavity resonator antenna [27], and planar metasurface [28]. It should be noted that the spiral phase plates method is not suitable because of difficulties in the precise fabrication of spiral phase plates. Moreover, it can only generate the single-mode OAM beams under a large angle of divergence. An OAM beam may have relatively low output gain [29] in methods based on the antenna. However, in contrast to the conventional approaches, nonlinear processes permit an efficient generation of microwave optical vortices in different frequencies. Also, in a crystal of molecular magnets, varying the intensity of the dc magnetic field is a simple method for adjusting the frequency of the generated optical vortices. Various methods have been reported to investigate the intensity and phase structure of the final optical vortices including two-beam interference technique [30] and diffraction patterns [31-33]. Recently, an experimental scheme based on the weak measurement principle has been proposed for measuring the OAM [34].

The frequency conversion processes in which one or two beams with different frequencies give rise to a nonlinear material polarization term are very useful in generating an optical vortex with a higher wavelength. Numerous papers have explored the propagation of optical vortices in nonlinear media via different mechanisms, such as the second-harmonic generation [35,36], the four-wave mixing (FWM) [37-40], the sum-frequency generation [41], and the spatially structured EIT $[42,43]$. The recently proposed and demonstrated proposals for the exchange of optical vortices in matter waves have emerged as a direct connection to the OAM-based applications [44-49]. In this context, the exchange of OAM modes in four- and five-level quantum systems has been explored by Ruseckas et al. [50], Ruseckas et al. [51], Hamedi et al. [52], Hamedi et al. [53], and Hamedi et al. [54]. Transfer of OAM in structural asymmetry quantum-dot molecules has been recently shown to be possible via the effect of interdot tunneling [55]. Yet, the generated beam falls in the range of visible wavelengths.

In this paper, we study the exchange of optical vortices in a crystal of molecular magnets via the FWM mechanism in the presence of a dc magnetic field and four electromagnetic waves. We show that a single probe beam carrying an OAM initially shined on one transition of the four-level molecule magnets creates a new probe pulse with the same azimuthal and radial indices as that of the incident beam. Interfering two initially nonzero vortices are found to produce a pattern of complex beams with peripheral vortices propagating inside the molecular magnets crystal. It is the shear in the phase of two initial vortices positioned at different radii that generates such composite off-axis singularity beams. Note that, although both schemes proposed here and in Ref. [53] are based on a double- $\Lambda$ light-matter coupling, there exist differences between them. It is an atomic system in Ref. [53] that interacts with optical vortices, whereas the double- $\Lambda$ coupling scheme proposed here is formed in molecular magnets. On the other hand, the electric-field components of the laser fields in Ref. [53] interplay with an atomic system,


FIG. 1. Four-level system of one single molecular magnet.
whereas the magnetic-field components of the electromagnetic waves interact here with molecular magnets due to their large ground-state spin. The results presented here might be much more practical than that of the atomic system because of the flexible design and the large ground-states spin coherence of the host medium [7].

## II. THEORETICAL FRAMEWORK

Let us consider a system of SMMs in the presence of a dc magnetic-field $H_{0}$ (perpendicular to the easy anisotropy axis of the molecules) which can tune the energy transition frequency in the range of microwave (Fig. 1). Electromagnetic waves with their magnetic fields interact with the SMMs under the condition of low temperatures. As a realistic example, we consider an $\mathrm{Mn}_{12}$ acetate molecule made of 12 manganese included in eight $\mathrm{Mn}^{3+}$ ions with ( $\operatorname{spin} S=2$ ) and four $\mathrm{Mn}^{4+}$ ions with ( $S=3 / 2$ ). Magnetically coupling of these ions yields the creation of the ground-state $S=10$ [56]. The spin ground state consists of $2 S+1$ degenerate levels with different $m_{s}$ 's, $-S \leqslant m_{s} \leqslant S$. In a real experiment, the SMM crystals are included $10^{10}-10^{15}$ independent single-crystal units of up to $10-100 \mu \mathrm{~m}$ in length. Therefore, the SMMs can be considered as a single spin and described by the Hamiltonian of the single spin [6]. We have considered the four lowest-energy levels of $2 S+1$ spin states as $|0\rangle,|1\rangle,|2\rangle$, and $|3\rangle$. We assume $z$ and $x$ axes along the easy anisotropy axis and dc magnetic field, respectively. So the eigenstates $|0\rangle$ and $|2\rangle$ should be symmetric whereas $|1\rangle$ and $|3\rangle$ are antisymmetric. Therefore, the spin matrix elements, considering the selection rules for the symmetric feature of corresponding eigenstates, are given by

$$
\begin{align*}
& \langle 2| \hat{S}_{x}|0\rangle \neq 0, \quad\langle 2| \hat{S}_{y}|0\rangle=\langle 2| \hat{S}_{z}|0\rangle=0 \\
& \langle 3| \hat{S}_{x}|1\rangle \neq 0, \quad\langle 3| \hat{S}_{y}|1\rangle=\langle 3| \hat{S}_{z}|1\rangle=0 \\
& \langle 2| \hat{S}_{x}|1\rangle=0, \quad\langle 2| \hat{S}_{y}|1\rangle \neq 0, \quad\langle 2| \hat{S}_{z}|1\rangle \neq 0 \\
& \langle 3| \hat{S}_{x}|0\rangle=0, \quad\langle 3| \hat{S}_{y}|0\rangle \neq 0, \quad\langle 3| \hat{S}_{z}|0\rangle \neq 0 \tag{1}
\end{align*}
$$

The magnetic fields of the applied electromagnetic waves $H_{2}$ and $H_{4}\left(H_{1}\right.$ and $\left.H_{3}\right)$ are polarized along the $x(y)$ axes. Two strong cw electromagnetic fields with the Rabi frequencies $\Omega_{1}$ and $\Omega_{4}$ are applied to the $|1\rangle \leftrightarrow|2\rangle$ and $|1\rangle \leftrightarrow|3\rangle$ transitions. The transitions $|0\rangle \leftrightarrow|2\rangle$ and $|0\rangle \leftrightarrow|3\rangle$ are also excited by two weak electromagnetic fields with Rabi frequencies $\Omega_{2}$ (probe field) and $\Omega_{3}$ (FWM-generated field), respectively.

The magnetic properties are described using a spin Hamiltonian for one molecule, which can be written as $\hat{H}=\hat{H}_{0}+\hat{V}$ with $(\hbar=1)$ [9],

$$
\begin{align*}
\hat{H}_{0} & =-D \hat{S}_{z}^{2}+\hat{H}_{t r}-g \mu_{B} \hat{S}_{x} H_{0} \\
\hat{V} & =-\frac{g \mu_{B}}{2} \sum_{j=1}^{4} \hat{\mathbf{S}} \cdot H_{j} e^{-i \omega_{j} t+i k_{j} r}+\text { H.c. } \tag{2}
\end{align*}
$$

The first term in the Hamiltonian $\hat{H}_{0}$ represents the uniaxial anisotropy resulting from the spin-orbit coupling (SOC) and generates an energy barrier $D S_{z}^{2}$ separating opposite spin projections. The second term stands for the transverse anisotropy $\hat{H}_{t r}$ which has a crucial role in the tunneling effect and interference of the states in the SMMs [57]. It is worth noting that the transverse anisotropy is negligible with respect to the longitudinal one in the $\mathrm{Mn}_{12}$ acetate and has been dropped [9]. The SOC, including the longitudinal and transverse anisotropy, mixes the energy states leading to the correlation between them [58]. The longitudinal anisotropy in the spin Hamiltonian destroys the degeneracy of the spin states and decreases the correlation. However, the transverse anisotropy, responsible for the quantum tunneling between the states, plays a crucial role in increasing the correlation. Since we can ignore the transverse anisotropy in comparison to the longitudinal one in the $\mathrm{Mn}_{12}$ acetate SMM crystal, the correlation has no considerable effect on the intended transitions. The term $-g \mu_{B} \hat{S}_{x} H_{0}$ describes the Zeeman energy associated with the interaction of the spin of the molecule with an externally applied magnetic-field $H_{0}$. Here, the longitudinal anisotropy energy constant, the Landé factor, and the Bohr magneton are denoted by $D, g$, and $\mu_{B}$, respectively. Experimental values for the $\mathrm{Mn}_{12}$ acetate are $S=10, D=0.68 K, \hat{H}_{t r}=$
$-C\left(\hat{S}_{+}^{4}+\hat{S}_{-}^{4}\right)$ with $C=6 \times 10^{-5}, H_{0}=60 \mathrm{kOe}$, and $g=1.9$ [9]. The easy anisotropy of the molecule is considered to be along the $z$ axis. The spin operator is defined by $\hat{\mathbf{S}}$ with $\hat{S}_{x}, \hat{S}_{y}$, and $\hat{S}_{z}$ being the projections of the spin operator along the $x, y$, and $z$ axes, respectively. The operator of the interaction of the molecule with the ac fields is denoted by $\hat{V}$. The eigenstates $|n\rangle$ and eigenenergies $\varepsilon_{n}(n=0-2, \ldots)$ are determined by the eigenvalue equation $\hat{H}_{0}|n\rangle=\varepsilon_{n}|n\rangle$ so that $\hat{H}_{0}=\sum_{n} \varepsilon_{n}|n\rangle\langle n|$. The Hamiltonian $\hat{H_{\text {int }}}$ in the interaction picture reads

$$
\begin{align*}
\hat{H_{\text {int }}=}= & e^{i \hat{H}_{0} t} \hat{V} e^{-i \hat{H}_{0} t} \\
= & -\Omega_{1} e^{-i \Delta_{21} t+i \mathbf{k}_{1} \cdot \mathbf{r}}|2\rangle\langle 1|-\Omega_{2} e^{-i \Delta_{20} t+i \mathbf{k}_{2} \cdot \mathbf{r}}|2\rangle\langle 0| \\
& -\Omega_{3} e^{-i \Delta_{30} t+i \mathbf{k}_{3} \cdot \mathbf{r}}|3\rangle\langle 0|-\Omega_{4} e^{-i \Delta_{31} t+i \mathbf{k}_{4} \cdot \mathbf{r}}|3\rangle\langle 1|, \tag{3}
\end{align*}
$$

where $\Delta_{i j}=\omega_{i j}-\bar{\omega}_{i j}$ describes the frequency detuning of the applied fields and the corresponding transitions $|i\rangle \leftrightarrow|j\rangle$. Rabi frequencies are defined as

$$
\begin{array}{ll}
\Omega_{1}=\frac{g \mu_{B} H_{1}}{2 \hbar}\langle 2| \hat{S}_{y}|1\rangle, & \Omega_{2}=\frac{g \mu_{B} H_{2}}{2 \hbar}\langle 2| \hat{S}_{x}|0\rangle \\
\Omega_{3}=\frac{g \mu_{B} H_{3}}{2 \hbar}\langle 3| \hat{S}_{y}|0\rangle, & \Omega_{4}=\frac{g \mu_{B} H_{4}}{2 \hbar}\langle 3| \hat{S}_{x}|1\rangle \tag{4}
\end{array}
$$

with $H_{j}$ characterizing the magnitude of the magnetic field of electromagnetic waves $\mathbf{H}_{\mathbf{j}}$. Note that, all matrix elements $\langle i| \hat{S}_{\alpha}|j\rangle,(\alpha=x, y ; i, j=0-3)$ are equal to zero except $\langle 2| \hat{S}_{y}|1\rangle,\langle 2| \hat{S}_{x}|0\rangle,\langle 3| \hat{S}_{y}|0\rangle$, and $\langle 3| \hat{S}_{x}|1\rangle$ in Eq. (4). In this situation, the forbidden transitions imposed by the symmetry selection rules can be changed to the allowed transitions in the presence of the external magnetic field, laser pulse or inclusion of the SOC [59]. Using the Liouville equation, the dynamic of the medium is governed by the time-dependent density matrix equations,

$$
\begin{align*}
& \dot{\rho}_{00}=\gamma_{1} \rho_{11}+i \Omega_{2}^{*} \rho_{20}+i \Omega_{3}^{*} \rho_{30}-i \Omega_{2} \rho_{02}-i \Omega_{3} \rho_{03} \\
& \dot{\rho}_{11}=-\gamma_{1} \rho_{11}+\gamma_{2} \rho_{22}+i \Omega_{1}^{*} \rho_{21}+i \Omega_{4}^{*} \rho_{31}-i \Omega_{1} \rho_{12}-i \Omega_{4} \rho_{13} \\
& \dot{\rho}_{22}=-\gamma_{2} \rho_{22}+\gamma_{3} \rho_{33}+i \Omega_{2} \rho_{02}+i \Omega_{1} \rho_{12}-i \Omega_{2}^{*} \rho_{20}-i \Omega_{4}^{*} \rho_{21} \\
& \dot{\rho}_{01}=\left[i\left(\Delta_{21}-\Delta_{20}\right)-\frac{\gamma_{1}}{2}\right] \rho_{01}+i \Omega_{2}^{*} \rho_{21}+i \Omega_{3}^{*} \rho_{31}-i \Omega_{1} \rho_{02}-i \Omega_{4} \rho_{03}, \\
& \dot{\rho}_{02}=\left[-i \Delta_{20}-\frac{\gamma_{2}}{2}\right] \rho_{02}+i \Omega_{2}^{*}\left(\rho_{22}-\rho_{00}\right)+i \Omega_{3}^{*} \rho_{32}-i \Omega_{1}^{*} \rho_{01} \\
& \dot{\rho}_{03}=\left[-i \Delta_{30}-\frac{\gamma_{3}}{2}\right] \rho_{03}+i \Omega_{3}^{*}\left(\rho_{33}-\rho_{00}\right)+i \Omega_{2}^{*} \rho_{23}-i \Omega_{4}^{*} \rho_{01} \\
& \dot{\rho}_{12}=\left[-i \Delta_{21}-\frac{\gamma_{1}+\gamma_{2}}{2}\right] \rho_{12}+i \Omega_{1}^{*}\left(\rho_{22}-\rho_{11}\right)+i \Omega_{4}^{*} \rho_{32}-i \Omega_{2}^{*} \rho_{10} \\
& \dot{\rho}_{13}=\left[-i \Delta_{31}-\frac{\gamma_{1}+\gamma_{3}}{2}\right] \rho_{13}+i \Omega_{4}^{*}\left(\rho_{33}-\rho_{11}\right)+i \Omega_{1}^{*} \rho_{23}-i \Omega_{3}^{*} \rho_{10}, \\
& \dot{\rho}_{23}=\left[i\left(\Delta_{20}-\Delta_{30}\right)-\frac{\gamma_{3}+\gamma_{2}}{2}\right] \rho_{23}+i \Omega_{2} \rho_{03}+i \Omega_{1} \rho_{13}-i \Omega_{3}^{*} \rho_{20}-i \Omega_{4}^{*} \rho_{21} \\
& \dot{\rho}_{33}=-\left(\dot{\rho}_{00}+\dot{\rho}_{11}+\dot{\rho}_{22}\right), \tag{5}
\end{align*}
$$

where the decay rates for the transitions $|1\rangle \leftrightarrow|0\rangle,|2\rangle \leftrightarrow|1\rangle$, $|3\rangle \leftrightarrow|2\rangle$ are indicated by $\gamma_{1}, \gamma_{2}$, and $\gamma_{3}$, respectively. The decay rates have been added phenomenologically in the above density-matrix equations. It is well known that the decay rate effects contribute to the loss of coherence. Furthermore, the decoherence processes have vital importance since they dictate the direction of the population transfer in the $\Lambda$ process, especially in the search for the steady-state condition [60,61]. Here, nonadjacent spontaneous emissions have no significant effect on the EIT region and have been ignored in calculations. Solving Eq. (5) for $\Delta_{21}=\Delta_{31}=\Delta_{30}=\Delta_{20}=$ 0 , the steady-state analytical expressions for the coherence terms $\rho_{20}$ and $\rho_{30}$ read

$$
\begin{align*}
& \rho_{20}=\frac{2 i\left(\gamma_{1} \gamma_{3} \Omega_{2}-4 \Omega_{1} \Omega_{3} \Omega_{4}^{*}+4 \Omega_{2}\left|\Omega_{4}\right|^{2}\right)}{\gamma_{1} \gamma_{2} \gamma_{3}+4 \gamma_{3}\left|\Omega_{1}\right|^{2}+4 \gamma_{2}\left|\Omega_{4}\right|^{2}} \\
& \rho_{30}=\frac{2 i\left(\gamma_{1} \gamma_{2} \Omega_{3}+4 \Omega_{1} \Omega_{3} \Omega_{1}^{*}-4 \Omega_{2} \Omega_{4} \Omega_{1}^{*}\right)}{\gamma_{1} \gamma_{2} \gamma_{3}+4 \gamma_{3}\left|\Omega_{1}\right|^{2}+4 \gamma_{2}\left|\Omega_{4}\right|^{2}} . \tag{6}
\end{align*}
$$

The FWM susceptibility is proportional to the coherence term of the transition $\rho_{30}$. Therefore, the gain and absorption coefficients of the generated field coupled to the transition $|3\rangle \leftrightarrow|0\rangle$ depend on the imaginary part of the coherence term $\rho_{30}\left(\operatorname{Im}\left[\rho_{30}\right]\right)$. In our notation, $\operatorname{Im}\left[\rho_{30}\right]<0$ indicates amplification of the FWM-generated field whereas $\operatorname{Im}\left[\rho_{30}\right]>0$ means absorption of the beam.

The evolution of two weak fields is described by the Maxwell equations [62],

$$
\begin{equation*}
\frac{-\partial^{2} H}{\partial z^{2}}+\frac{1}{c^{2}} \frac{\partial^{2} H}{\partial t^{2}}=-\frac{4 \pi}{c^{2}} \frac{\partial^{2} M}{\partial t^{2}} \tag{7}
\end{equation*}
$$

where $c$ is the speed of light in the vacuum. The magnetization of field $M$ is given by

$$
\begin{equation*}
\vec{M}=g \mu_{B} n \operatorname{Tr}(\hat{\rho} \hat{S}) \tag{8}
\end{equation*}
$$

where $n$ shows the number of molecules per unit volume. Using Eqs. (7) and (8), the partial differential equations for two time-independent probe fields in the slowly varying envelope approximation are described by [9]

$$
\begin{align*}
& \frac{\partial \Omega_{2}(z)}{\partial z}=i \eta_{2} \rho_{20} \\
& \frac{\partial \Omega_{3}(z)}{\partial z}=i \eta_{3} \rho_{30} \tag{9}
\end{align*}
$$

where $\left.\quad \eta_{2}=n \pi \omega_{2}\left(g \mu_{B}\left|\langle 0| \hat{s_{x}}\right| 2\right\rangle \mid\right)^{2} / \hbar v \quad$ and $\quad \eta_{3}=$ $\left.n \pi \omega_{3}\left(g \mu_{B}\left|\langle 0| \hat{S}_{y}\right| 3\right\rangle \mid\right)^{2} / \hbar v$. To study the propagation of fields inside the SMM crystal, we solve the differential Eqs. (9) under the boundary conditions where only the weak probe field $\Omega_{2}$ is illuminated at $z=0$. Another weak FWM field $\Omega_{3}$ will be generated in the propagation axis via the FWM within the system of the molecular magnet. Substituting Eq. (6) into Eq. (9) and assuming $\gamma_{1}=0, \Omega_{3}(z=0)=0$, and $\Omega_{2}(z=0)=\Omega_{2}$, one arrives at the set of equations,

$$
\begin{align*}
\Omega_{2}(r, \varphi, z)= & -\frac{\exp \left(\frac{\frac{2 z}{L}\left(-\eta_{3}\left|\Omega_{1}\right|^{2}-\eta_{2}\left|\Omega_{4}\right|^{2}\right)}{\gamma_{3}\left|\Omega_{1}\right|^{2}+\gamma_{2}\left|\Omega_{4}\right|^{2}}\right) \eta_{2}\left|\Omega_{4}\right|^{2} \Omega_{2}(r, \varphi)}{\eta_{3}\left|\Omega_{1}\right|^{2}+\eta_{2}\left|\Omega_{4}\right|^{2}} \\
& -\frac{\eta_{3}\left|\Omega_{1}\right|^{2} \Omega_{2}(r, \varphi)}{\eta_{3}\left|\Omega_{1}\right|^{2}+\eta_{2}\left|\Omega_{4}\right|^{2}}, \tag{10}
\end{align*}
$$

and

$$
\begin{align*}
\Omega_{3}(r, \varphi, z)= & -\frac{\exp \left(\frac{\frac{2 z}{L}\left(-\eta_{3}\left|\Omega_{1}\right|^{2}-\eta_{2}\left|\Omega_{4}\right|^{2}\right)}{\gamma_{3}\left|\Omega_{1}\right|^{2}+\gamma_{2}\left|\Omega_{4}\right|^{2}}\right) \eta_{3} \Omega_{2}(r, \varphi) \Omega_{4} \Omega_{1}^{*}}{\eta_{3}\left|\Omega_{1}\right|^{2}+\eta_{2}\left|\Omega_{4}\right|^{2}} \\
& +\frac{\eta_{3} \Omega_{2}(r, \varphi) \Omega_{4} \Omega_{1}^{*}}{\eta_{3}\left|\Omega_{1}\right|^{2}+\eta_{2}\left|\Omega_{4}\right|^{2}}, \tag{11}
\end{align*}
$$

which describe the propagation of fields inside the medium.

## III. RESULTS AND DISCUSSIONS

The complex form describing the distribution of the field amplitude of an Laguerre-Gauss (LG) beam can be expressed in cylindrical cordinates as [63]

$$
\begin{equation*}
\Omega(r, \varphi)=\Omega_{0} \frac{1}{\sqrt{|l|!}}\left(\frac{\sqrt{2} r}{w_{L G}}\right)^{|l|} L_{p}^{|l|}\left(2 r^{2} / w_{L G}^{2}\right) e^{-r^{2} / w_{L G}^{2}} e^{i l \varphi} \tag{12}
\end{equation*}
$$

where $\Omega_{0}, w_{L G}, l$, and $p$ show the strength, beam waist, azimuthal (OAM) and radial indices of the LG modes, respectively. The associated Laguerre polynomial, $L_{p}^{|l|}$ has the form

$$
\begin{equation*}
L_{p}^{|l|}(x)=\frac{e^{x} x^{-|l|}}{p!} \frac{d^{p}}{d x^{p}}\left[x^{|l|+p} e^{-x}\right] \tag{13}
\end{equation*}
$$

with $x=2 r^{2} / w_{L G}^{2}$ determining the radial dependence of the LG beams for different radial mode numbers. The LG light beams possess OAM along the optical axis for $l \neq 0$.

## A. Exchange of optical vortices

Let us now study the evolution of both probe field intensities (related to applied and generated probe fields) in the presence of two strong cw fields. Having in mind the analytical form of both weak fields presented in Eqs. (10) and (11), the FWM-generated electromagnetic field explicitly depends on the Rabi frequency of two strong cw beams


FIG. 2. The dimensionless intensity of fields $\left|\Omega_{2}(z)\right|^{2} /\left|\Omega_{2}(0)\right|^{2}$ and $\left|\Omega_{3}(z)\right|^{2} /\left|\Omega_{2}(0)\right|^{2}$ versus the dimensionless distance $z / L$ for $\Omega_{1}=4 \gamma, \Omega_{4}=4 \gamma, \eta_{2}=0.9 \eta_{3}, \eta_{3}=3 \gamma / z$, and $\gamma_{2}=\gamma_{3}=\gamma$.

(a)

(b)

FIG. 3. The intensity and phase profiles of the FWM-generated field as a function of $x$ and $y$ with a zero radial index (a) $p_{2}=0$ and (b) $p_{2}=1$ for $-2<l_{2}<2$. We take $w_{L G}=0.5 \mathrm{~mm}$ and $\Omega_{2_{0}}=0.01 \gamma$. Other parameters are the same as in Fig. 2.
$\Omega_{1}, \Omega_{4}$, and the weak applied pulsed probe. This indicates that the FWM-generated beam $\Omega_{3}$ acquires a vortex if any of the fields $\Omega_{2}, \Omega_{4}$ are initially vortices. We assume a condition where the probe field $\Omega_{2}$ is initially a vortex and displayede in Fig. 2 the dimensionless intensities $\left|\Omega_{2}(z)\right|^{2} /\left|\Omega_{2}(0)\right|^{2}$ and $\left|\Omega_{3}(z)\right|^{2} /\left|\Omega_{2}(0)\right|^{2}$ against the dimensionless distance $z / L$ when $\eta_{2}=0.9 \eta_{3}, \eta_{3}=3 \gamma / z, \Omega_{1}=4 \gamma$, $\Omega_{4}=4 \gamma$, and $\gamma_{2}=\gamma_{3}=\gamma$. Both strong cw fields $\Omega_{1}$ and $\Omega_{4}$ are always on and remain unchanged with respect to the time $t$ and coordinate $z$. One can see that the FWM-generated field $\Omega_{3}$ has not yet been created at the beginning of the ensemble where the weak probe field $\Omega_{2}$ has just entered. The FWM-generated field appears as propagating inside the molecular magnet. Equations (10) and (11) as well as Fig. 2 indicate that both OAM beams experience energy losses at the beginning of the ensemble; losses disappear going deeper where the system transfers to some transparency state. Moreover, the coupling constants, i.e., $\eta_{2}$ and $\eta_{3}$ have a strong impact on the propagation of the probe and FMW-generated
fields. Note that the amplitude of the FWM-generated field is sufficiently large when $\eta_{2}<\eta_{3}$, providing an effective energy transfer between the probe and FWM-generated fields. The azimuthal modulation of the FWM-generated field is displayed in Fig. 3 for the case that only $\Omega_{2}$ is a vortex. We take $w_{L G}=0.5 \mathrm{~mm}$ and $\Omega_{2}=0.01 \gamma$, whereas $x$ and $y$ coordinates are scaled in millimeters. The other parameters are the same as Fig. 2. We set $p_{2}=0$ in Fig. 3(a) for the probe beam $\Omega_{2}$. The topological charge is subsequently varied between -2 and 2 . This represents a relatively simple case in which the intensity and phase profiles just display a single vortex case. As expected, no vortex is seen when $l_{2}=0$ confirming a Gaussian-shaped wave front of the laser field with a normal phase, whereas a doughnut appears in the intensity distribution with a dark (blue) hollow center for the nonzero $l_{2}$ [see Fig. 3(a)]. When $l_{2}=2$ or $l_{2}=-2$, the generated beam has a relatively large hole, indicating a higher OAM index. In the phase profile, the number of $2 \pi$ cycles around the circumference reads the OAM


FIG. 4. The intensity profile of the FWM-generated field as a function of $x$ and $y$ for different values of strong cw field $\Omega_{1}=0.1 \gamma, \gamma, 3 \gamma$, and $4 \gamma$ with $l_{2}=2, z=L$, and $p_{2}=0,1$. Other parameters are the same as in Fig. 2.
number $l_{2}$. The helical phase patterns rotate inversely as the topological charge $l_{2}$ changes in sign. Results show a conserved exchange of optical vortices between applied and generated beams via the FWM process. Although the central zero-intensity hole always exists, the intensity profile of a vortex beam changes remarkably when taking into account the radial index $p$. Figure 3(b) exhibits the intensity and phase profiles for a nonzero radial index. The peak intensity of the FWM-generated field increases for higher values of the topological charge. Moreover, as can be seen in each intensity profile diagram, there is a clear dark ring between two bright rings, showing a $p_{2}=1$ radial index. Yet, the outer bright ring is too dim to be seen. Therefore, the intensity profile does not provide an accurate way to determine radial indices of the LG beam. Helical phase profiles, instead, allows to check different
azimuthal and radial indices. Let us consider the case with $l_{2}$ and $p_{2}=1$, shown in the last diagram in the second row of Fig. 3(b). From the center to the border of the diagram, the phase profile sees two distinct zones. Apart from the center in which the phase is undefined and in both inner and outer zones, the phase diagram experiences $2 \times 2 \pi=4 \pi$, reading an azimuthal index of $l_{2}$. At the boundary of two zones, the phase undergoes a $\pi$ shift, where the corresponding light goes to zero in intensity. Therefore, one can read a $p_{2}=1$ radial index for the generated beam.

Figure 4 illustrates the intensity profile of the FWMgenerated field as a function of the azimuthal coordinates for different values of strong cw field $\Omega_{1}=0.1 \gamma, \gamma, 3 \gamma$, and $4 \gamma$ with $l_{2}=2, z=L$, and $p_{2}=0,1$. The other parameters are the same as in Fig. 2. Although a single ring appears


FIG. 5. The intensity profile of the FWM-generated field as a function of $x$ and $y$ for the different values of $\eta_{3}$, i.e., $0.01 \gamma / z, \gamma / z$, and $3 \gamma / z$ and $p_{2}=0,1$ with $l_{2}=2$ and $z=L$. Other parameters are the same as in Fig. 2.


FIG. 6. The imaginary part of $\rho_{30}$ profile as a function of $x$ and $y$ for different longitudinal distances $z=0, L / 4, L / 2$, and $L$ when $l_{2}=2$ and $p_{2}=0,1$. Other parameters are the same as in Fig. 2.
for $p_{2}=0$ in the FWM-generated field intensity profile, two concentric rings emerge when $p=1$ (see the second row of Fig. 4). Increasing the Rabi frequency of cw field $\Omega_{1}$ enhances the FWM-generated field intensity, providing a more effective OAM exchange. In Fig. 5, we depict the intensity profile of the FWM-generated field as a function of $x$ and $y$ for the different values of $\eta_{3}$, i.e., $0.01 \gamma / z, \gamma / z$, and $3 \gamma / z$, and $p_{2}=0,1$ with $l_{2}=2$ and $z=L$. The other parameters are the same as in Fig. 2. Both azimuthal and radial indices of applied beams remain constant over the OAM exchange process. The intensity of the FWM-generated field increases by increasing the $\eta_{3}$, indicating that the effective OAM transfer occurs for the larger values of $\eta_{3}$. Results presented in Figs. 4 and 5 imply that one can manipulate the efficiency of vortex conversion via $\Omega_{1}$ and $\eta_{3}$.

We show in Fig. 6 the imaginary part of $\rho_{30}$ as a function of $x$ and $y$ for different longitudinal distances $z=0, L / 4, L / 2$, and $L$ when $l_{2}=2$ and $p_{2}=0,1$. The spatially dependent absorption profiles in the first row show the petal-like patterns with $2 l_{2}$ number of petals when $p_{2}=0$. Introducing the radial index $p_{2}=1$ duplicates the number of petals. Although
the absorption effects are dominant at the beginning of the sample, they reduce significantly on propagation. Note that the molecular magnets may experience a different nonzero detuning of applied fields in the presence of the various band effects. Fortunately, the EIT window in the SMM is established in a wide range of the detuning. As the exchange of OAM in a crystal of molecular magnets happens in the EIT window, the small band effect cannot effectively affect the results of OAM transfer in SMMs. Substituting Eqs. (10) and (11) into the imaginary part of $\rho_{30}$, one observes that $\operatorname{Im}\left[\rho_{30}\right]$ becomes very negligible for long-distances $z$, providing a lossless propagation of both fields which is in good agreement with the plots presented in Fig. 2.

## B. Composite vortices

In what follows, we study a case where both vortex beams $\Omega_{2}(z=0)=\Omega_{2}(r, \varphi)$ and $\Omega_{3}(z=0)=\Omega_{3}(r, \varphi)$ are initially shining. Solving Eq. (11) for new boundary conditions, the propagation equation for the beam $\Omega_{3}$ follows then

$$
\begin{equation*}
\Omega_{3}(r, \varphi, z)=\frac{\eta_{3} \Omega_{2}(r, \varphi) \Omega_{4} \Omega_{1}^{*}+\eta_{2} \Omega_{3}(r, \varphi)\left|\Omega_{4}\right|^{2}+\eta_{3} \exp \left(\frac{2 z / L\left(-\eta_{3}\left|\Omega_{1}\right|^{2}-\eta_{2}\left|\Omega_{4}\right|^{2}\right)}{\left.\gamma_{3}\left|\Omega_{1}\right|^{2}+\gamma_{2}\left|\Omega_{4}\right|^{2}\right)}\right)\left[\Omega_{3}(r, \varphi)\left|\Omega_{1}\right|^{2}-\Omega_{2}(r, \varphi) \Omega_{4} \Omega_{1}^{*}\right]}{\eta_{3}\left|\Omega_{1}\right|^{2}+\eta_{2}\left|\Omega_{4}\right|^{2}} \tag{14}
\end{equation*}
$$

According to Eq. (14), a new vortex beam (composite) is formed by collinear superposition of two initial vortices $\Omega_{2_{0}}$ and $\Omega_{3_{0}}$, its characteristics may alter upon propagation by different factors. The intensity and helical phase profiles of the FWM-generated field $\Omega_{3}$ are displayed in Figs. 7 and 8 , respectively, for $\eta_{2}=0.9 \eta_{3}, \eta_{3}=0.01 \gamma / z, \gamma / z$, and $3 \gamma / z$. Different modes of the probe LG fields are considered, i.e., $\quad\left(l_{2}=1, l_{3}=2\right),\left(l_{2}=1, l_{3}=3\right),\left(l_{2}=1, l_{3}=4\right)$, and $\left(l_{2}=1, \quad l_{3}=5\right)$ with $p_{2}=1, p_{3}=2$. We take $\Omega_{3_{0}}=0.01 \gamma$ and the other parameters are the same as in Fig. 3. The intensity and helical phase patterns of the FWM-generated field show a strong dependence on coupling
parameters $\eta_{2}$ and $\eta_{3}$. It is clear from the left column of Fig. 7 that for $\eta_{3}=0.01 \gamma / z$, the intensity distribution of the FWM-generated field has a multiple-ring shape, similar to the input field $\Omega_{3_{0}}$ with $p_{2}=2$. This indicates that the light-matter interaction is weak when $\eta_{3}=0.01 \gamma / z$. The intensity distribution of the FWM-generated field is distorted for $\eta_{3}=\gamma / z$ as the light-matter interaction becomes stronger by increasing $\eta_{3}$. More singularities emerge at the transverse plane associated with zero-intensity regions (the middle column). The position of peripheral vortices is shifted far away from the optical axis by increasing the value of $\eta_{3}$ from $\gamma / z$ to $3 \gamma / z$ (see the right column in this figure).


FIG. 7. The intensity profiles of the FWM-generated field versus $x$ and $y$ for the different modes of the weak probe LG fields, i.e., $\left(l_{2}=1\right.$, $\left.l_{3}=2\right),\left(l_{2}=1, l_{3}=3\right),\left(l_{2}=1, l_{3}=4\right)$ and $\left(l_{2}=1, l_{3}=5\right)$ with $p_{2}=1, p_{3}=2$ for $\eta_{3}=0.01 \gamma / z, \gamma / z$, and $3 \gamma / z$ in $z=L$. We take $\Omega_{3_{0}}=0.01 \gamma$, and the other parameters are the same as in Fig. 3.

The patterns illustrated in Fig. 8 exhibit the number of singularities in the phase of resulting light. Generally, the composite beam acquires a vortex of vorticity $\left|l_{2}\right|$ located at the beam core which is surrounded by $\left|l_{2}-l_{3}\right|$ peripheral vortices. The normalized fidelity $F$ describes how faithfully the FWM-generated $\Omega_{3}(r, \varphi, z)$ is created $(0 \leqslant F \leqslant 1)$ [64]. It can be calculated from the overlap integral of the FWM-generated field $\Omega_{3}(r, \varphi, z)$ generated by the incident FWM field $\Omega_{3}(r, \varphi, z=0)$,

$$
\begin{equation*}
F=\left|\frac{\int_{x} \int_{y} \Omega_{3}(x, y, z) \Omega_{3}^{*}(x, y, z=0) d x d y}{N_{f}}\right|^{2} \tag{15}
\end{equation*}
$$

where $N_{f}=\left(\int_{x} \int_{y}\left|\Omega_{3}(x, y, z=0)\right|^{2} d x d y\right)^{1 / 2}\left(\int_{x} \int_{y}\left|\Omega_{3}(x, y, z)\right|^{2}\right.$ $d x d y)^{1 / 2}$ is the normalization constant. In order to measure the quality of the FWM-generated field $\Omega_{3}(r, \varphi, z)$ in comparison with the incident probe field $\Omega_{3}(r, \varphi, z=0)$, we investigate the normalized fidelity $F$ versus the dimensionless distance $z / L$ for azimuthal indices $l_{3}=2, l_{3}=3, l_{3}=4$ with (a) $p_{2}=1, p_{3}=2, l_{2}=1$ and different radial indices $p_{3}=0, p_{3}=1$, and $p_{3}=2$ with (b) $l_{2}=1, l_{3}=4$, and $p_{2}=1$ of the FWM-generated field in Fig. 9. The other parameters are the same as in Fig. 7. It is demonstrated that the normalized fidelity depends on azimuthal and radial indices as propagating inside the SMMs crystal. The fidelity changes from 0.3 to about 0.86 at the output plane of the crystal,

| ${ }^{n / 3}$ | $0.01 \gamma / 2$ | $17 / 2$ | $3 \gamma / 2$ |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & l_{2}=1 \\ & l_{1} \end{aligned}$ |  |  |  |
| $\begin{aligned} & h=1 \\ & l_{3}=3 \end{aligned}$ |  |  |  |
| $\begin{aligned} & l_{2}=1 \\ & l_{3}=4 \end{aligned}$ |  |  |  |
| $\begin{aligned} & l_{2}=1 \\ & l_{=}=5 \end{aligned}$ |  |  |  |

FIG. 8. The phase profiles of the FWM-generated field versus $x$ and $y$. The parameters used here are the same as Fig. 7.


FIG. 9. The fidelity $F$ versus the dimensionless distance $z / L$ for different azimuthal indices $l_{3}=2, l_{3}=3, l_{3}=4$ with (a) $p_{2}=1$, $p_{3}=2$, $l_{2}=1$ and different radial indices $p_{3}=0, p_{3}=1$, and $p_{3}=2$ with (b) $p_{2}=1, l_{2}=1, l_{3}=4$. Other parameters are the same as in Fig. 7.


FIG. 10. The intensity and phase distribution the FWM-generated field as a function of $x$ and $y$ for $\Omega_{1}=0.1 \gamma, \gamma, 3 \gamma, 4 \gamma$ with $l_{2}=1$, $p_{2}=1, l_{3}=5, p_{3}=2, \Omega_{2_{0}}=0.01 \gamma, \Omega_{3_{0}}=0.01 \gamma, z=L$. Other parameters are the same as in Fig. 2.
indicating the important role of radial indices on the quality of generation of the off-axis beam.

Figure 10 illustrates the effect of the strength of the strong cw field $\Omega_{1}$ on the intensity distribution and the corresponding helical phase patterns. We consider $l_{2}=1, p_{2}=1, l_{3}=5$, $p_{3}=2, \eta_{3}=3 \gamma / z$, and $\eta_{2}=0.9 \eta_{3}$ in all plots of Fig. 10. It is shown that increasing the magnitude of $\Omega_{1}$ results in asymmetric intensity profiles, whereas new off-axis vortices take place at the transverse plane. The obtained results in Figs. 7 and 10 illustrate that the parameters $\eta_{3}, \eta_{2}$, and $\Omega_{1}$ affect the modulation of the FWM-generated off-axis beam behavior by controlling the strength of the light-matter coupling.

## IV. CONCLUDING REMARKS

We have studied the interaction of optical vortices with a crystal of four-level molecular magnets. It has been shown that the OAM transfer between different frequencies can occur via the FWM mechanism in the microwave region. A weak probe vortex beam was considered to shine at the entrance
to the sample. As a result of the FWM, an additional field is generated in the microwave domain with the same vorticity as that of the incident beam. By assuming two initially illuminating probe beams as optical vortices, the new vortices are generated with shifted axes propagating inside the medium. The position of the off-axis vortices can be controlled by the coupling parameters of the molecular magnets crystal and the strength of the strong cw electromagnetic fields. Calculating the normalized fidelity of the generated field, we have shown that the quality of the FWM depends strongly on the azimuthal and radial indices. Our proposed scheme may find potential application in the OAM exchange devices for quantum information processing.
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